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บทคัดย่อ 

วัตถุประสงคแ์ละทีม่า: ผา้ทอไทยไม่เพียงแต่เป็นเครื่องนุ่งห่ม แต่ยงัเป็นองคป์ระกอบส าคญัของมรดกทางวฒันธรรมที่จบัตอ้ง
ไดข้องชาติไทย ซึ่งถักทอเรื่องราว ประวตัิศาสตร ์ภูมิปัญญา และสะทอ้นอตัลกัษณข์องชมุชนทอ้งถิ่นมายาวนาน การทอผา้ใน
ประเทศไทยมีประวตัิศาสตรย์อ้นกลบัไปถึงยคุก่อนประวตัิศาสตร ์โดยใชว้สัดุธรรมชาติอย่างฝ้ายและไหมในการสรา้งสรรค ์ใน
แต่ละภูมิภาคลวดลายผ้าไดถู้กพัฒนาให้มีเอกลักษณ์เฉพาะตัว ซึ่งสะท้อนถึงสภาพแวดลอ้ม ความเชื่อทางศาสนา และ
โครงสรา้งทางสงัคม ลวดลายเหล่านีจ้ึงเปรียบเสมือนบนัทึกทางประวตัิศาสตรท์ี่ไรต้วัอกัษร ท าหนา้ที่ส่งต่อภมูิปัญญาจากรุ่นสู่
รุ่น ท าใหผ้า้ทอไทยกลายเป็นสินทรพัยท์างวฒันธรรมที่มีคุณค่ายิ่ง อย่างไรก็ตาม การอนุรกัษ์ จดัเก็บ และจ าแนกลวดลายผา้
ทอที่มีความหลากหลายและซบัซอ้นนัน้ยงัคงเป็นความทา้ทายที่ส  าคญั องคค์วามรูแ้ละความช านาญในการจดจ าลวดลายที่
ซับซอ้นมักจ ากัดอยู่ในกลุ่มช่างทออาวุโส ซึ่งมีความเส่ียงที่จะสูญหายไปพรอ้มกับการลดจ านวนลงของช่างฝีมือเหล่านี ้ 
นอกจากนี ้ความหลากหลายและความคลา้ยคลึงกันของลายผา้ท าใหก้ารจ าแนกประเภทอย่างแม่นย าเป็นเรื่องยากส าหรบั    
คนทั่วไป อุปสรรคเหล่านีไ้ม่เพียงแต่เป็นขอ้จ ากัดในการจัดท าฐานขอ้มูลที่เป็นมาตรฐาน แต่ยังส่งผลกระทบต่อการศึกษ า      
และการต่อยอดในเชิงพาณิชยอ์ีกดว้ย ดว้ยความท้าทายดังกล่าว งานวิจัยนีจ้ึงน าเสนอการศึกษาความเป็นไปไดใ้นการ
ประยกุตใ์ชเ้ทคโนโลยีปัญญาประดิษฐ์ (AI) โดยเฉพาะอย่างยิ่งการเรียนรูเ้ชิงลกึ เพื่อพฒันาระบบจ าแนกลายผา้ไทย เทคโนโลยี
การเรียนรูเ้ชิงลึกและโครงข่ายประสาทเทียมที่มีความสามารถโดดเด่นในการจดจ าและวิเคราะหรู์ปแบบภาพ ซึ่งเหมาะสม
อย่างยิ่งกับการจ าแนกรายละเอียดที่ซบัซอ้นของลวดลายบนผืนผา้ การประยุกตใ์ชเ้ทคโนโลยีนีส้อดคลอ้งกับแนวโนม้ระดบั
สากลในการใช ้AI เพื่อการอนุรกัษ์มรดกทางวัฒนธรรม และเป็นการวางรากฐานทางเทคโนโลยีที่ส  าคัญส าหรบัการจัดท า
คลงัขอ้มลูดิจิทลั การอนรุกัษ์มรดก และการเผยแพรอ่งคค์วามรูใ้หก้วา้งขวางยิ่งขึน้ 
วิธีด าเนินการวิจัย: ในการด าเนินงานวิจัยนีไ้ดม้ีการรวบรวมชุดขอ้มูลภาพลายผา้ไทย 12 ลาย ประกอบดว้ย ลายกระจบั,  
ลายขาเปีย, ลายคมหา้, ลายดอกรกัราชกัญญา, ลายนกยูง, ลายฟองน า้, ลายมูลสีคราม, ลายเมล็ดขา้วผสมดอกดาวเรือง, 
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ลายวชิรภักดิ์, ลายหมี่คั่นนาคโบราณ, ลายแห และลายโสร่ง โดยแต่ละลายมีจ านวน 120 ภาพ รวมทั้งสิน้ 1,440 ภาพ ชุด
ขอ้มูลทั้งหมดไดผ่้านกระบวนการเตรียมขอ้มลูเพื่อใหม้ีความเหมาะสมและเพิ่มความทนทานของแบบจ าลอง เริ่มตัง้แต่การ
ปรบัขนาดภาพทัง้หมดใหเ้ป็น 224x224 พิกเซล การปรบัปรุงคอนทราสตโ์ดยใชเ้ทคนิคการปรบัสมดลุฮิสโตแกรม กบัช่องความ
สว่าง (Y) เพื่อใหล้ายผา้โดดเด่นขึน้ การลดสญัญาณรบกวนดว้ยฟิลเตอร ์bilateral เพื่อรกัษาความคมของขอบลายผา้ การเพิ่ม
ความคมชดัของขอบดว้ยฟิลเตอร ์kernel เพื่อช่วยใหโ้มเดลตรวจจบัลกัษณะเฉพาะไดง้่ายขึน้ และการท าใหเ้ป็นมาตรฐาน โดย
ปรบัค่าสีของพิกเซลใหอ้ยู่ในช่วง 0.0 ถึง 1.0 นอกจากนีย้งัมีการใชเ้ทคนิคการเพิ่มขอ้มลู เช่น การหมนุภาพและการพลิกภาพ 
เพื่อป้องกันการเกิดภาวะการเรียนรูเ้กิน จากนัน้ชุดขอ้มลูถูกแบ่งออกเป็นชดุส าหรบัฝึกสอนและตรวจสอบ 80% (1,152 ภาพ) 
และชดุส าหรบัทดสอบ 20% (288 ภาพ) งานวิจยันีไ้ดป้ระเมินประสิทธิภาพของโมเดลการเรียนรูเ้ชิงลกึ 6 รูปแบบท่ีแตกต่างกนั 
ไดแ้ก่ Custom_CNN: แบบจ าลองที่ออกแบบขึน้โดยเฉพาะส าหรับงานวิจัยนี ้VGG16: โมเดลที่มีโครงสรา้งเรียบง่ายแต่มี              
ความลึก 16 ชั้น ResNet50: โมเดลลึก 50 ชั้นที่ใชเ้ทคนิค Residual Connections เพื่อแกปั้ญหาการเลือนหายของเกรเดียน 
MobileNetV2: โมเดลน า้หนกัเบาที่ออกแบบมาส าหรับอุปกรณพ์กพา InceptionV3: โมเดลที่สามารถสกดัคณุลกัษณะไดจ้าก
หลายระดับขนาดภายในชั้นเดียวกัน DenseNet121: โมเดลที่โดดเด่นดว้ยการเชื่อมต่อแบบหนาแน่นเพื่อส่งเสริมการน า
คณุลกัษณะกลบัมาใชใ้หม่ 
ผลการวิจัย: ผลการทดลองบนชุดขอ้มลูทดสอบชีใ้หเ้ห็นว่าโมเดล Custom_CNN มีประสิทธิภาพสูงสดุ โดยมีความแม่นย า
โดยรวมสงูถึง 99.65% สามารถท านายภาพไดถู้กตอ้ง 287 ภาพจาก 288 ภาพ ตามมาดว้ยโมเดล VGG16 ที่มีความแม่นย า 
99.31% และ DenseNet121 ที่ 98.61% ในทางตรงกนัขา้ม โมเดล ResNet50 กลบัใหป้ระสิทธิภาพต ่าที่สดุอย่างมีนยัส าคญัที่ 
81.25% โดยท านายภาพผิดพลาดถึง 54 ภาพ 
สรุปผลการวิจัย: ผลการวิจัยนีแ้สดงใหเ้ห็นถึงความส าคัญของการเลือกโมเดลที่เหมาะสมกับลักษณะของชุดขอ้มลู การที่
โมเดล Custom_CNN ซึ่งมีโครงสรา้งไม่ซบัซอ้นสามารถใหป้ระสิทธิภาพสงูสดุไดน้ัน้ อาจอธิบายไดว้่าชดุขอ้มลูลายผา้ไทยเป็น
ชุดขอ้มูลที่มีความเฉพาะทางสูงและมีคุณภาพดี ท าใหโ้มเดลที่มีความซับซอ้นมากเกินไปอย่าง ResNet50 ซึ่งออกแบบมา
ส าหรบัชดุขอ้มลูที่ใหญ่และหลากหลายกว่าอย่าง ImageNet อาจเกิดภาวะการเรียนรูเ้กิน กล่าวคือ โมเดลท่ีซบัซอ้นเกินไปอาจ
เริ่มจดจ ารายละเอียดของขอ้มูลฝึกฝนแทนที่จะเรียนรูคุ้ณลักษณะทั่วไปของลายผา้ ความลึกที่มากเกินไปและคุณลักษณะ
ระดับสูงที่เรียนรูม้าจากชุดข้อมูลอื่นอาจไม่เหมาะสมกับคุณลักษณะเชิงพืน้ผิวที่ละเอียดอ่อนของลายผ้า ท าให้โมเดลไม่
สามารถปรบัตวัเขา้กับงานใหม่ไดด้ี งานวิจยันีไ้ม่เพียงแต่แสดงใหเ้ห็นถึงความส าเร็จในการสรา้งระบบจ าแนกลายผา้ไทย 12 
ชนิดที่มีความแม่นย าสงู แต่ยังเป็นการวางรากฐานทางเทคโนโลยีที่ส  าคญัส าหรบัการสรา้งคลังขอ้มลูดิจิทัลเพื่อการอนุรกัษ์
มรดกทางวฒันธรรมและเผยแพรอ่งคค์วามรูใ้หก้วา้งขวางยิ่งขึน้ ขอ้คน้พบนีย้งัเนน้ย า้ว่าโมเดลท่ีดีที่สดุไม่จ าเป็นตอ้งเป็นโมเดล
ที่ซบัซอ้นท่ีสดุเสมอไป แต่คือโมเดลท่ีเหมาะสมกบัลกัษณะของปัญหาและชดุขอ้มลูมากที่สดุ  
ค าส าคัญ : การเรียนรูเ้ชิงลกึ ; โครงข่ายประสาทเทียม ; ลายผา้ 
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Abstract 
Background and Objectives: Thai woven textiles are not merely garments but are a vital component of the nation's 
tangible cultural heritage, weaving together the stories, history, wisdom, and reflecting the identity of local 
communities over a long period. The history of weaving in Thailand dates back to prehistoric times, using natural 
materials such as cotton and silk. In each region, textile patterns have been developed with unique characteristics 
that reflect the environment, religious beliefs, and social structures. These patterns are thus like non-textual historical 
records, serving to pass down wisdom from generation to generation, making Thai textiles an invaluable cultural 
asset. However, the conservation, storage, and classification of the diverse and complex patterns of these textiles 
remain a significant challenge. The knowledge and expertise in recognizing complex patterns are often limited to a 
group of elderly weavers, who are at risk of this knowledge being lost as their numbers decline. Furthermore, the 
variety and similarity among patterns make accurate classification difficult for the general public. These obstacles 
are not only a limitation in creating a standardized database but also impact education and commercial 
development. To address these challenges, this research presents a feasibility study on the application of Artificial 
Intelligence (AI) technology, particularly Deep Learning, to develop a classification system for Thai textile patterns. 
Deep learning technology and convolutional neural networks have outstanding capabilities in recognizing and 
analyzing visual patterns, which is highly suitable for classifying the complex details of patterns on fabric. The 
application of this technology aligns with the international trend of using AI for the conservation of cultural heritage 
and lays an important technological foundation for creating a digital database, preserving heritage, and 
disseminating knowledge more widely. 
Methodology: The research utilized a dataset of 12 Thai textile patterns, comprising Lai Krajap, Lai Kha Pia, Lai 
Khom Ha, Lai Dok Rak Ratchakanya, Lai Nok Yung, Lai Fong Nam, Lai Mun Si Khram, Lai Met Khao Phasom Dok 
Daoruang, Lai Wachiraphak, Lai Mi Khan Nak Boran, Lai Hae, and Lai Sarong. There were 120 images for each 
pattern, totaling 1,440 images. The entire dataset underwent a data preparation process to ensure its suitability and 
to enhance model robustness. This began with resizing all images to 224x224 pixels. Contrast was enhanced using 
the Histogram Equalization technique on the luma (Y) channel to make the textile patterns more prominent. Noise 
was reduced using a bilateral filter to preserve the sharpness of the pattern edges. Edge sharpness was enhanced 
using a kernel filter to help the model detect specific features more easily. Normalization was performed by adjusting 
the pixel color values to a range of 0.0 to 1.0. Additionally, data augmentation techniques such as image rotation 
and flipping were used to prevent overfitting. The dataset was then split into a training and validation set of 80% 
(1,152 images) and a test set of 20% (288 images). This research evaluated the performance of six different deep 
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learning models was evaluated Custom_CNN: A model designed specifically for this research. VGG16: A model 
with a simple structure but with a depth of 16 layers. ResNet50: A deep 50-layer model that uses Residual 
Connections to solve the vanishing gradient problem. MobileNetV2: A lightweight model designed for mobile 
devices. InceptionV3: A model that can extract features from multiple scales within the same layer. DenseNet121: 
A model distinguished by its dense connectivity to promote feature reuse. 
Main Results: The experimental results on the independent test set indicate that the Custom_CNN model had the 
highest performance, with an overall accuracy of 99.65%, followed by VGG16 at 99.31%. In contrast, the ResNet50 
model yielded the lowest performance, with a significantly lower accuracy of 81.25%, making 54 incorrect 
predictions. 
Conclusions: These research findings demonstrate the importance of selecting a model that is appropriate for the 
characteristics of the dataset. The fact that the Custom_CNN model, which has a less complex structure, could 
achieve the highest performance can be explained by the highly specialized and high-quality nature of the Thai 
fabric dataset. This caused overly complex models like ResNet50, which was designed for larger and more diverse 
datasets like ImageNet, to potentially suffer from overfitting. That is, an overly complex model may start to memorize 
the details of the training data instead of learning the general features of the patterns. The excessive depth and 
high-level features learned from other datasets may not be suitable for the delicate texture-based features of the 
fabric patterns, causing the model to adapt poorly to the new task. This research not only demonstrates the 
successful creation of a highly accurate classification system for 12 types of Thai textile patterns but also lays an 
important technological foundation for creating a digital database for cultural heritage preservation and wider 
knowledge dissemination. This finding also emphasizes that the best model is not necessarily the most complex 

one, but rather the model that is most suitable for the nature of the problem and the dataset. 
Keywords : deep learning ; Convolutional Neural Networks ; textile patterns 
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Introduction 

ผา้ทอไทยมิไดเ้ป็นเพียงเครื่องนุ่งห่ม แต่เป็นมรดกทางวฒันธรรมที่จบัตอ้งไดซ้ึ่งถักทอเรื่องราว ประวัติศาสตร ์และ 
อตัลกัษณข์องชาติไทยมายาวนาน การทอผา้ในประเทศไทยมีรอ่งรอยยอ้นกลบัไปไดถ้ึงยคุก่อนประวตัิศาสตร ์โดยมีการใชว้สัดุ
จากธรรมชาติ เช่น ฝา้ยและไหม มาสรา้งสรรคเ์ป็นผืนผา้เพื่อตอบสนองความตอ้งการพืน้ฐานในการด ารงชีวิต ในแต่ละภมูิภาค
ของประเทศ ลวดลายผา้ไดถ้กูพฒันาใหม้ีเอกลกัษณเ์ฉพาะตวั สะทอ้นถึงสภาพแวดลอ้ม ความเชื่อทางศาสนา พิธีกรรม และ
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โครงสรา้งทางสงัคมของชุมชนผูส้รา้งสรรค  ์ลวดลายบนผืนผา้จึงเปรียบเสมือนบนัทึกทางประวตัิศาสตรท์ี่ไรต้วัอกัษร บอกเล่า
เรื่องราวและส่งต่อภมูิปัญญาจากรุน่สู่รุ่น ท าใหผ้า้ทอไทยกลายเป็นสินทรพัยท์างวฒันธรรมที่มีคณุค่าสงูยิ่ง แมว้่าผา้ทอไทยจะ
มีความส าคญัอย่างยิ่ง แต่การอนรุกัษ์และสืบสานองคค์วามรูก้ าลงัเผชิญกับความทา้ทายหลายประการ ความรูค้วามช านาญ
ในการทอและการจดจ าลวดลายที่ซบัซอ้นมกัจ ากัดอยู่ในกลุ่มช่างทออาวโุส ซึ่งมีความเส่ียงที่จะสญูหายไปเมื่อช่างฝีมือเหล่านี ้
ลดจ านวนลง นอกจากนี ้ความหลากหลายของลวดลายที่มีอยู่เป็นจ านวนมาก และความคลา้ยคลึงกนัในบางลวดลาย ท าให้
การจ าแนกประเภทอย่างถกูตอ้งแม่นย ากลายเป็นเรื่องยากส าหรบับุคคลทั่วไปหรือแมแ้ต่นกัวิชาการท่ีไม่ไดเ้ชี่ยวชาญโดยตรง 
อุปสรรคเหล่านีไ้ม่เพียงแต่เป็นขอ้จ ากัดในการจดัท าระบบฐานขอ้มลูและแคตตาล็อกที่เป็นมาตรฐาน แต่ยงัส่งผลกระทบต่อ
การศกึษาวิจยั การออกแบบ และการต่อยอดในเชิงพาณิชยอ์ีกดว้ย 

ในยุคดิจิทัล เทคโนโลยีปัญญาประดิษฐ์ (Artificial Intelligence: AI) โดยเฉพาะอย่างยิ่งการเรียนรูเ้ชิงลึก (Deep 
Learning) และโครงข่ายประสาทเทียมแบบคอนโวลชูนั (Convolutional Neural Networks: CNNs) ไดก้ลายเป็นเครื่องมือที่มี
ศักยภาพสูงในการปฏิวัติวงการอนุรักษ์มรดกทางวัฒนธรรม  เทคโนโลยีเหล่านีม้ีความสามารถโดดเด่นในการจดจ าและ
วิเคราะหรู์ปแบบภาพ (Visual Pattern Recognition) ซึ่งเหมาะสมอย่างยิ่งกับการน ามาประยุกตใ์ชก้ับงานที่ตอ้งการความ
แม่นย าในการจ าแนกรายละเอียดที่ซับซอ้น เช่น ลวดลายบนผืนผ้า  ในระดับสากล มีการน า AI ไปใช้ในงานดา้นมรดก
วัฒนธรรมอย่างแพร่หลาย ตัง้แต่การบูรณะโบราณวัตถุที่ เสียหาย การจ าแนกประเภทศิลปวัตถุในพิพิธภัณฑ ์ไปจนถึงการ
วิเคราะหเ์อกสารโบราณ การประยกุตใ์ชเ้ทคโนโลยีเหล่านีจ้ึงเป็นการเปิดประตสูู่ความเป็นไปไดใ้หม่ ๆ ในการสรา้ง มรดกดิจิทลั 
(Digital Heritage) ที่สามารถเขา้ถึงและศกึษาไดโ้ดยคนรุน่หลงัอย่างยั่งยืน 

งานวิจัยที่ผ่านมาไดแ้สดงใหเ้ห็นว่าการประมวลผลภาพดว้ยโครงข่ายประสาทเทียมแบบ convolutional (CNN) 
สามารถจ าแนกลายผ้าไดอ้ย่างมีประสิทธิภาพ (Cychnerski et al, 2017; Poonsilp, 2018; Hussain et al, 2020; Albelwi, 
2022; Ghosh & Gupta, 2023; Ingo et al., 2023; Mbonu et al,2025; Muangkarn et al, 2025) Chaichana et al. (2022) 
ไดใ้ช้โมเดล ResNet50 ในการจ าแนกลายผ้ายอ้มครามเชิงภูมิศาสตร ์(GI) จ านวน 216 ลาย พบว่าไดค้วามแม่นย าสูงสุด        
ถึง 93%  นอกจากนี ้ในดา้นวิจยัเก่ียวกับภาพทั่วโลก โครงข่ายประสาทเทียมเชิงลึกยงัถูกพัฒนามาอย่างต่อเนื่อง He et al. 
(2016) แสดงให้เห็นว่าโครงข่าย Residual (ResNet) ที่มีความลึกมากท าให้ได้ผลลัพธ์ดีเยี่ยมบนชุดข้อมูล ImageNet        
อย่างไรก็ตาม งานวิจัยส่วนใหญ่ยังคงมุ่งเน้นไปที่สถาปัตยกรรม CNN เป็นหลัก การประยุกตใ์ช้เทคนิคการเรียนรูเ้ชิงลึก       
แขนงอื่น ๆ เช่น Generative Adversarial Networks (GANs) ส าหรับการสังเคราะห์ลายผ้าเพื่อเพิ่มข้อมูล หรือ Vision 
Transformers (ViT) ซึ่งก าลังเป็นที่นิยมใน การจ าแนกภาพ ยังมีจ ากัดในบริบทของผ้าไทย งานวิจัยนี ้จึงมุ่งเน้นที่                        
การเปรียบเทียบประสิทธิภาพของสถาปัตยกรรม CNN ที่หลากหลาย (ทัง้แบบสรา้งเองและแบบ Transfer Learning) เพื่อสรา้ง
แบบจ าลองพืน้ฐาน (baseline model) ที่มีประสิทธิภาพสงูสดุส าหรบัชดุขอ้มลูลายผา้ไทย 12 ลายนี ้

ดว้ยเหตุนี ้การน าเทคนิคการเรียนรูเ้ชิงลึกมาประยุกตใ์ช้กับการจ าแนกลายผ้าไทยทั้ง 12 แบบ จึงเป็นประเด็น                    
ที่น่าสนใจศึกษาเป็นอย่างยิ่ง ทัง้ในดา้นการพฒันาชุดขอ้มลูเฉพาะส าหรบัลายผา้ไทยและการเปรียบเทียบประสิทธิภาพของ
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สถาปัตยกรรมโมเดลต่าง ๆ งานวิจยันีจ้ึงมุ่งเนน้การรวบรวมขอ้มลูภาพลายผา้ไทย 12 ลาย และประเมินผลการจ าแนกโดยใช้
โมเดล deep learning 6 แบบ รวมทัง้วิเคราะหป์ระสิทธิภาพเพื่อระบโุมเดลท่ีใหผ้ลดีที่สดุ 

 

Methodology 
การวิจยันีม้ีกระบวนการวิเคราะหข์อ้มลู 5 ขัน้ตอนหลกัดงัแสดงในแผนภาพ (Figure X) และใชเ้ครื่องมือวิจยั (Tools) 

ไดแ้ก่ ภาษา Python, ไลบรารี TensorFlow และ Keras ในการสรา้งโมเดล, OpenCV (cv2) ในการประมวลผลภาพ, และ 
Scikit-learn ในการแบ่งและประเมินขอ้มลู การพัฒนาระบบการเรียนรูเ้ชิงลึกในงานวิจยันี ้ ใชผ้า้ทอไทย 12 ชนิด ไดแ้ก่ ลาย
กระจับ, ลายขาเปีย, ลายคมหา้, ลายดอกรกัราชกัญญา, ลายนกยูง, ลายฟองน า้, ลายมูลสีคราม, ลายเมล็ดขา้วผสมดอก
ดาวเรือง, ลายวชิรภักดิ์, ลายหมี่คั่นนาคโบราณ, ลายแห และลายโสร่ง ลายละ 120 ภาพ รวมทั้งสิน้ 1,440 ภาพ โมเดล 
Transfer Learning (VGG16, ResNet50 ฯลฯ) ได้ใช้ค่าน ้าหนักที่ เรียนรู ้ล่วงหน้า (pre-trained weights) จากชุดข้อมูล 
ImageNet ซึ่งเป็นชดุขอ้มลูภาพขนาดใหญ่มาตรฐาน การใชน้ า้หนกัจาก ImageNet ช่วยใหโ้มเดลมีความสามารถในการสกดั
คณุลกัษณะพืน้ฐานของภาพ (เช่น ขอบ, พืน้ผิว) มาก่อน ซึ่งสามารถน ามาปรบัใชก้บังานจ าแนกลายผา้ไทยได  ้

กระบวนการเตรียมขอ้มลูไดด้  าเนินการเพื่อใหข้อ้มูลมีความเหมาะสมต่อการน าเขา้แบบจ าลอง CNN และเพื่อเพิ่ม
ความทนทานของแบบจ าลอง ดงันี ้

1. อ่านรูปภาพ เป็นการโหลดขอ้มลูรูปภาพจากไฟลเ์ขา้มาในหน่วยความจ าเพื่อเตรียมพรอ้มส าหรบัการประมวลผล
ในขัน้ตอนต่อไป 

 

 
 

Figure 1  Sample Images from the Dataset 
 

2. การปรับขนาดภาพ (Image Resizing)  ภาพถ่ายทั้งหมดถูกปรับขนาดให้เป็น 224x224 พิกเซล ซึ่งเป็นขนาด
มาตรฐานที่ใชก้ันอย่างแพร่หลายส าหรบัโมเดล CNN ที่ผ่านการฝึกสอนล่วงหนา้บนชุดขอ้มลู ImageNet การก าหนดขนาด
ภาพใหเ้ท่ากนัทัง้หมดช่วยใหแ้บบจ าลองสามารถประมวลผลขอ้มลูไดอ้ย่างสม ่าเสมอ 
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Figure 2  Images Processed by Resizing 
 

3. ปรบัปรุงคอนทราสต์ (Contrast Enhancement) แปลงสีของรูปภาพจาก BGR (Blue-Green-Red) ไปเป็น YUV 
ซึ่งเป็นการแยกช่องความสว่าง (Luma - Y) ออกจากช่องสี (Chroma - U, V) ใชเ้ทคนิค Histogram Equalization กบัช่องความ
สว่าง (Y) เพียงช่องเดียว เพื่อกระจายระดบัความสว่างของพิกเซลใหส้ม ่าเสมอทั่วทั้งภาพ ท าใหส่้วนที่มืดหรือสว่างเกินไปมี
รายละเอียดที่ชัดเจนขึน้ เพื่อเพิ่มความคมชัดและความแตกต่างระหว่างส่วนมืดและส่วนสว่างในรูปภาพ ท าใหล้ายผา้ ไทย               
โดดเด่นและมองเห็นไดง้่ายขึน้ 

 

 
 

Figure 3  Images processed with Contrast Enhancement 
 

4. ลดสญัญาณรบกวน (Noise Reduction) ใชฟิ้ลเตอร ์bilateral เพื่อลดสญัญาณรบกวน (Noise) ที่ไม่ตอ้งการใน
รูปภาพ ฟิลเตอรช์นิดนีม้ีความพิเศษคือสามารถลดสญัญาณรบกวนในบริเวณที่เป็นพืน้ผิวเรียบ ๆ ไดด้ี โดยยงัคงรกัษาความ
คมของขอบ (Edges) ของวตัถไุว ้ซึ่งส าคญัมากส าหรบัการแยกลายผา้ไทย  
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Figure 4  Images processed with Noise-reduced 
 

5. เพิ่มความคมชดัของขอบ (Edge Enhancement) ใชฟิ้ลเตอร ์kernel เพื่อเนน้ขอบของลวดลายในภาพใหค้มชดั
ยิ่งขึน้ การท าใหข้อบของลวดลายผา้ชดัขึน้ จะชว่ยใหโ้มเดลสามารถตรวจจบัและเรียนรูล้กัษณะเฉพาะของแต่ละลายไดง้่าย
และแม่นย าขึน้ 

 

 
 

Figure 5  Images processed with Edge Enhancement 
 

6. การท าใหเ้ป็นมาตรฐาน (Normalization) ปรบัค่าสีของแต่ละพิกเซล ซึ่งเดิมมีค่าอยู่ในช่วง 0 ถึง 255 ใหก้ลายเป็น
ค่าทศนิยมในช่วง 0.0 ถึง 1.0 โดยการหารดว้ย 255.0 เป็นขัน้ตอนมาตรฐานในการเตรียมขอ้มลูส าหรบัโมเดล การเรียนรูเ้ชิงลกึ 
เพื่อช่วยใหโ้มเดลฝึกสอนไดเ้รว็ขึน้ มีเสถียรภาพ และลดโอกาสเกิดปัญหาทางคณิตศาสตรร์ะหว่างการค านวณ 

 
 

Figure 6  Images processed with Normalized Image 
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การเพิ่มขอ้มลู (Data Augmentation) เพื่อป้องกันการเกิดภาวะการเรียนรูเ้กิน (Overfitting) และเพิ่มความสามารถ
ในการจ าแนกภาพที่มีความหลากหลายในโลกความเป็นจริง เทคนิคการเพิ่มข้อมูลไดถู้กน ามาใชใ้นระหว่างการฝึกสอน
แบบจ าลอง ซึ่งรวมถึงการหมุนภาพแบบสุ่ม (Random Rotations) การพลิกภาพในแนวนอนและแนวตั้ง (Flips) และการ
ปรบัเปล่ียนความสว่างและคอนทราสตข์องภาพแบบสุ่ม 

การแบ่งขอ้มลู (Data Splitting): ชดุขอ้มลูทัง้หมด 1,440 ภาพ ถกูแบ่งออกเป็นชดุขอ้มลูส าหรบัฝึกสอนและตรวจสอบ
ความถูกตอ้ง (Training and Validation Set) จ านวน 80% (1,152 ภาพ) และชุดข้อมูลส าหรับทดสอบ (Test Set) จ านวน 
20% (288 ภาพ) โดยในชดุขอ้มลูทดสอบจะมีภาพของแต่ละลวดลายจ านวน 24 ภาพเท่า ๆ กนั 

เพื่อท าการประเมินอย่างครอบคลมุ การวิจยันีท้  าการทดลองเปรียบเทียบโมเดล 6 แบบ ดงันี ้
1. Custom_CNN: เป็นแบบจ าลองพืน้ฐานท่ีถกูออกแบบขึน้โดยเฉพาะส าหรบังานวิจยันี ้ประกอบดว้ยชัน้คอนโวลชูนั 

(Convolutional Layers) ชัน้พลูลิง (Pooling Layers) และชัน้เชื่อมต่อสมบรูณ ์(Dense Layers) 
2. VGG16: เป็นโมเดลที่มีชื่อเสียงและไดร้ับการยอมรับอย่างกว้างขวาง โดดเด่นดว้ยโครงสรา้งที่เรียบง่ายและ

สม ่าเสมอ แต่มีความลกึ 16 ชัน้ โดยใชต้วักรอง (Filter) ขนาด 3x3 ซอ้นกนัเป็นชัน้ลกึ ๆ (Simonyan & Zisserman, 2014) 
3. ResNet50: เป็นโมเดลที่มีความลึก 50 ชั้น และใชเ้ทคนิคการเชื่อมต่อแบบเหลือ (Residual Connections) เพื่อ

ช่วยแกปั้ญหาการเลือนหายของเกรเดียน (Vanishing Gradient Problem) ในโครงข่ายที่ลกึมาก (Ermatita et al., 2024) 
4. MobileNetV2: เป็นโมเดลน า้หนกัเบาที่ออกแบบมาเพื่อการใชง้านบนอุปกรณพ์กพาและระบบสมองกลฝังตวั โดย

ใชเ้ทคนิค Depthwise Separable Convolutions เพื่อลดจ านวนพารามิเตอรแ์ละการค านวณ (Sandler et al., 2018) 
5. InceptionV3: เป็นโมเดลที่ ใช้ Inception Module ซึ่งเป็นแนวคิดที่ช่วยให้แบบจ าลองสามารถท าการสกัด

คณุลกัษณะไดจ้ากหลายระดบัขนาด (multi-scale) ภายในชัน้เดียวกนั (Viswanath, 2020) 
6. DenseNet121: เป็นโมเดลที่โดดเด่นดว้ยแนวคิดการเชื่อมต่อแบบหนาแน่น (Dense Connectivity) โครงข่าย

เชื่อมต่อแบบหนาแน่น 121 ชัน้ โดยแต่ละชัน้จะรบัขอ้มลูจากทกุชัน้กอ่นหนา้มาเป็นอินพตุ แนวคิดนีส่้งเสรมิการน าคณุลกัษณะ
กลบัมาใชใ้หม่ (Feature Reuse) และช่วยใหแ้บบจ าลองมีจ านวนพารามิเตอรน์อ้ยลง (Albelwi, 2022) 

แบบจ าลองทั้ง 6 รูปแบบไดร้บัการฝึกสอนภายใตเ้งื่อนไขที่เป็นมาตรฐานเดียวกันเพื่อการเปรียบเทียบที่เป็นธรรม 
โมเดลทัง้หมดฝึกสอน โดยใช ้Adam optimizer ดว้ยอตัราการเรียนรู ้(learning rate) 0.001, ฟังกช์นัสญูเสีย  categorical 
crossentropy, ขนาด batch (batch size) 16, และฝึกสอนสงูสดุ 50 epochs, EarlyStopping หยุดการฝึกสอนหาก val_loss 
ไม่ดีขึน้ 15 epochs, ReduceLROnPlateau ลดอตัราการเรียนรูห้าก val_loss ไม่ดีขึน้ 10 epochs ModelCheckpoint บนัทึก
เฉพาะโมเดล ที่มี val_loss ดีที่สุดนอกจากนี ้ยังใช ้Callbacks เพื่อควบคุมการฝึกสอน และใช ้Categorical Cross-Entropy 
เป็นฟังกช์นัการสญูเสีย (Loss Function) ซึ่งเหมาะสมกบังานจ าแนกประเภทแบบหลายคลาส (Ghosh & Gupta, 2023) 
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Results 
 จากการประเมินผลบนชุดขอ้มลูทดสอบจ านวน 288 ภาพ  โมเดลทั้ง 6 แบบ ใหผ้ลลัพธ์ดา้นความแม่นย าดงัแสดง             
ในTable 1 
         Table 1  Summary of Overall Model Performance in Thai Fabric Pattern Classification 

Model Name Overall Accuracy (%) Correctly Predicted Images Incorrectly Predicted Images 
Custom_CNN 99.65 287 1 
VGG16 99.31 286 2 
DenseNet121 98.61 284 4 
MobileNetV2 98.26 283 5 
InceptionV3 94.10 271 17 
ResNet50 81.25 234 54 

 

 จาก Table 1 เห็นได้อย่างชัดเจนว่าโมเดล Custom_CNN ให้ประสิทธิภาพสูงสุด ตามมาด้วย VGG16 และ 
DenseNet121 ในขณะที่ ResNet50 มีประสิทธิภาพต ่าที่สุดอย่างน่าประหลาดใจ เพื่อให้เห็นภาพที่ลึกซึง้ยิ่งขึน้ Table 2                 
ไดแ้สดงค่าความแม่นย ารายประเภทของแต่ละโมเดล 
 

Table 2  Comparison of Per-Class Accuracy (%) for Each Model 
Fabric Pattern Custom_CNN VGG16 ResNet50 MobileNetV2 InceptionV3 DenseNet121 

Lai Dok Rak Ratcha Kan Ya 100.00 91.67 91.67 95.83 95.83 91.67 
Lai Fong Nam 100.00 95.83 62.50 100.00 95.83 100.00 
Lai Hae 100.00 100.00 83.33 95.83 100.00 100.00 
Lai Kha Pia 100.00 100.00 83.33 95.83 100.00 100.00 
Lai Khom Ha 100.00 100.00 66.67 100.00 100.00 100.00 
Lai Kra Jap 100.00 100.00 79.17 100.00 95.83 100.00 
Lai Ma Let Khao 100.00 100.00 87.50 100.00 95.83 100.00 
Lai Mee Kan Nak Bo Ran 100.00 100.00 100.00 100.00 100.00 100.00 
Lai Moon See Kram 100.00 100.00 70.83 95.83 95.83 100.00 
Lai Nok Yoong 95.83 100.00 79.17 95.83 91.67 100.00 
Lai So Rong 100.00 100.00 91.67 100.00 100.00 100.00 
Lai Wa Chi Ra Pak 100.00 95.83 79.17 95.83 83.33 100.00 
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Table 2 แสดงใหเ้ห็นว่า โมเดลส่วนใหญ่มีค่าความแม่นย าโดยรวมสงู แต่ประสิทธิภาพในการจ าแนกลายผา้แต่ละ
ชนิดนัน้แตกต่างกนัอย่างมีนยัส าคญั Custom_CNN และ DenseNet121 สามารถจ าแนกความหลากหลายของลายผา้ไทยได้
ดีที่สดุ ในขณะท่ี ResNet50 แสดงใหเ้ห็นถึงขอ้จ ากดัในการแยกแยะลายผา้ที่มีความละเอียดอ่อนหรือซบัซอ้น 

 

Discussion 
 จาก Table 1 และ Table 2 แสดงใหเ้ห็นว่า โมเดล Custom_CNN ซึ่งเป็นโมเดลที่มีความลึกนอ้ยกว่า สามารถท า
ความแม่นย าไดสู้งสุดที่ 99.65% สามารถอธิบายไดว้่าชุดขอ้มลูลายผา้ไทย แมจ้ะมีความหลากหลาย แต่ก็เป็นชุดขอ้มลูที่มี
ความเฉพาะทางสงู (Domain-specific) และมีคุณภาพดี (ภาพชดัเจน, จดัวางดี) ความแปรปรวนภายในแต่ละคลาส (Intra-
class variance) ค่อนขา้งต ่าเมื่อเทียบกับชุดขอ้มลูขนาดใหญ่อย่าง ImageNet ที่มีถึง 1,000 คลาสที่แตกต่างกันอย่างสิน้เชิง 
โมเดลท่ีมีความซบัซอ้นสงูและลกึมาก เช่น ResNet50 ซึ่งถกูออกแบบมาเพื่อแกปั้ญหาที่ยากกว่าบน ImageNet จึงมีแนวโนม้ที่
จะเกิดการเรียนรูเ้กิน (Overfitting) เมื่อน ามาใชก้บัชดุขอ้มลูที่ง่ายกว่า กล่าวคือ โมเดลมีความจุ (Capacity) มากเกินไปจนเริ่ม
จดจ ารายละเอียดของขอ้มลูฝึกฝนแทนที่จะเรียนรูคุ้ณลกัษณะทั่วไปที่สามารถน าไปใชก้ับขอ้มลูที่ไม่เคยเห็นได ้ในทางตรงกนั
ข้าม โมเดล Custom_CNN ที่มีความจุพอเหมาะ สามารถเรียนรู ้คุณลักษณะที่จ าเป็นในการจ าแนกลายผ้าได้อย่างมี
ประสิทธิภาพโดยไม่เกิดการเรียนรูเ้กิน ซึ่งสะทอ้นใหเ้ห็นถึงหลกัการที่ส  าคญัว่า โมเดลที่ดีที่สดุคือโมเดลที่เหมาะสมกบัปัญหา
ที่สดุ ไม่ใช่โมเดลที่ซบัซอ้นท่ีสดุเสมอไป 

ผลการท างานที่ต  ่าอย่างผิดปกติของ ResNet50 (รอ้ยละ 81.25) ถือเป็นกรณีศึกษาที่ส  าคัญ โมเดล ResNet ไดร้บั
การสรา้งขึน้เพื่อแกปั้ญหาการเสื่อมถอยของประสิทธิภาพในเครือข่ายที่ลกึมาก ๆ ผ่านการใช ้Shortcut Connection แต่ส าหรบั
ปัญหานี ้ซึ่งชุดขอ้มลูมีขนาดไม่ใหญ่มากและโมเดลไม่จ าเป็นตอ้งลึกถึง 50 ชัน้ กลไกที่เคยเป็นจุดแข็งกลบักลายเป็นจุดอ่อน 
ความลกึที่มากเกินไปประกอบกบัคณุลกัษณะระดบัสงูที่เรียนรูม้าจาก ImageNet (เช่น คณุลกัษณะส าหรบัจ าแนกรถยนตห์รือ
สตัว)์ อาจไม่เก่ียวขอ้งหรือไม่เหมาะสมกับคณุลกัษณะเชิงพืน้ผิว (Texture) ที่ละเอียดอ่อนของลายผา้ ท าใหโ้มเดลไม่สามารถ
ปรบัตวัเขา้กบังานใหม่ไดด้ีเท่าที่ควร 

แมว้่าโมเดล Custom_CNN จะใหค้วามแม่นย าสงูถึง 99.65% แต่ผลลพัธน์ีค้วรพิจารณาในบรบิทของขอ้จ ากดัหลาย
ประการ 

1. ขนาดชดุขอ้มลู: ชดุขอ้มลูมีขนาดค่อนขา้งเล็ก (1,440 ภาพ) ซึ่งอาจไม่เพียงพอท่ีจะรบัประกนัว่าโมเดลจะสามารถ
สรุปผล (generalize) ไดด้ีในสถานการณจ์รงิ 

2. สภาพแวดลอ้มที่ควบคุม (Controlled Environment): ภาพที่ใชใ้นการทดลองเป็นภาพที่ถ่ายในสภาพแวดลอ้มที่
ค่อนขา้งควบคุม (ภาพชดั, ไม่มีส่ิงรบกวน) ความแม่นย าที่สงูมากนีอ้าจลดลงอย่างมีนยัส าคญัเมื่อน าโมเดลไปใชก้ับภาพถ่าย
ลายผา้ในโลกจรงิ (real-world data) ที่มีสภาพแสง, มมุกลอ้ง, การยบัของผา้, หรือคณุภาพของภาพท่ีแตกต่างออกไป 
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3. ความเส่ียงของ Overfitting: แมจ้ะใช ้Validation Set และ Early Stopping ความแม่นย าที่เกือบสมบูรณบ์นชุด
ทดสอบ (99.65%) อาจยังคงสะท้อนถึงการที่โมเดลเรียนรูล้ักษณะเฉพาะของชุดข้อมูลนีไ้ดด้ีเกินไป มากกว่าที่จะเรียนรู ้
คณุลกัษณะทั่วไปของลายผา้ 
 

Conclusions 
งานวิจยันีแ้สดงใหเ้ห็นถึงศกัยภาพของโครงข่ายประสาทเทียมในการจ าแนกอตัลกัษณล์ายผา้ไทย 12 ชนิดดว้ยความ

แม่นย าสูง ผลการศึกษาเชิงเปรียบเทียบระหว่างโมเดล 6 แบบที่แตกต่างกันได้เผยให้เห็นข้อคน้พบที่ส าคัญว่า โมเดล 
Custom_CNN ที่มีโครงสรา้งเรียบง่ายและไดร้บัการออกแบบมาโดยเฉพาะ สามารถใหป้ระสิทธิภาพที่เหนือกว่าโมเดล Pre-
trained ที่มีความซบัซอ้นและลกึกว่าอย่าง VGG16, ResNet50, MobileNetV2, InceptionV3 และ DenseNet121 โดยเฉพาะ
อย่างยิ่งกรณีของ ResNet50 ที่มีประสิทธิภาพต ่าอย่างมีนยัส าคญั ไดช้ีใ้หเ้ห็นว่าความซบัซอ้นของโมเดลที่มากเกินไปอาจเป็น
ผลเสียต่อการเรียนรูบ้นชดุขอ้มลูที่มีความเฉพาะทางสงูและมีขนาดจ ากัด การวิเคราะหข์อ้ผิดพลาดยงัแสดงใหเ้ห็นว่าลกัษณะ
ทางทศันศิลป์ของลวดลายแต่ละชนิด ไม่ว่าจะเป็นลายเรขาคณิต ลายรูปธรรม หรือลายที่เกิดจากกระบวนการยอ้ม ลว้นมีผล
โดยตรงต่อความสามารถในการจ าแนกของโมเดล 
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