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Abstract

Background and Objectives: Thai woven textiles are not merely garments but are a vital component of the nation's
tangible cultural heritage, weaving together the stories, history, wisdom, and reflecting the identity of local
communities over a long period. The history of weaving in Thailand dates back to prehistoric times, using natural
materials such as cotton and silk. In each region, textile patterns have been developed with unique characteristics
that reflect the environment, religious beliefs, and social structures. These patterns are thus like non-textual historical
records, serving to pass down wisdom from generation to generation, making Thai textiles an invaluable cultural
asset. However, the conservation, storage, and classification of the diverse and complex patterns of these textiles
remain a significant challenge. The knowledge and expertise in recognizing complex patterns are often limited to a
group of elderly weavers, who are at risk of this knowledge being lost as their numbers decline. Furthermore, the
variety and similarity among patterns make accurate classification difficult for the general public. These obstacles
are not only a limitation in creating a standardized database but also impact education and commercial
development. To address these challenges, this research presents a feasibility study on the application of Artificial
Intelligence (Al) technology, particularly Deep Learning, to develop a classification system for Thai textile patterns.
Deep learning technology and convolutional neural networks have outstanding capabilities in recognizing and
analyzing visual patterns, which is highly suitable for classifying the complex details of patterns on fabric. The
application of this technology aligns with the international trend of using Al for the conservation of cultural heritage
and lays an important technological foundation for creating a digital database, preserving heritage, and
disseminating knowledge more widely.

Methodology: The research utilized a dataset of 12 Thai textile patterns, comprising Lai Krajap, Lai Kha Pia, Lai
Khom Ha, Lai Dok Rak Ratchakanya, Lai Nok Yung, Lai Fong Nam, Lai Mun Si Khram, Lai Met Khao Phasom Dok
Daoruang, Lai Wachiraphak, Lai Mi Khan Nak Boran, Lai Hae, and Lai Sarong. There were 120 images for each
pattern, totaling 1,440 images. The entire dataset underwent a data preparation process to ensure its suitability and
to enhance model robustness. This began with resizing all images to 224x224 pixels. Contrast was enhanced using
the Histogram Equalization technique on the luma (Y) channel to make the textile patterns more prominent. Noise
was reduced using a bilateral filter to preserve the sharpness of the pattern edges. Edge sharpness was enhanced
using a kernel filter to help the model detect specific features more easily. Normalization was performed by adjusting
the pixel color values to a range of 0.0 to 1.0. Additionally, data augmentation techniques such as image rotation
and flipping were used to prevent overfitting. The dataset was then split into a training and validation set of 80%

(1,152 images) and a test set of 20% (288 images). This research evaluated the performance of six different deep
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learning models was evaluated Custom_CNN: A model designed specifically for this research. VGG16: A model
with a simple structure but with a depth of 16 layers. ResNetb0: A deep 50-layer model that uses Residual
Connections to solve the vanishing gradient problem. MobileNetV2: A lightweight model designed for mobile
devices. InceptionV3: A model that can extract features from multiple scales within the same layer. DenseNet121:
A model distinguished by its dense connectivity to promote feature reuse.

Main Results: The experimental results on the independent test set indicate that the Custom_CNN model had the
highest performance, with an overall accuracy of 99.65%, followed by VGG16 at 99.31%. In contrast, the ResNet50
model yielded the lowest performance, with a significantly lower accuracy of 81.25%, making 54 incorrect
predictions.

Conclusions: These research findings demonstrate the importance of selecting a model that is appropriate for the
characteristics of the dataset. The fact that the Custom_CNN model, which has a less complex structure, could
achieve the highest performance can be explained by the highly specialized and high-quality nature of the Thai
fabric dataset. This caused overly complex models like ResNet50, which was designed for larger and more diverse
datasets like ImageNet, to potentially suffer from overfitting. That is, an overly complex model may start to memorize
the details of the training data instead of learning the general features of the patterns. The excessive depth and
high-level features learned from other datasets may not be suitable for the delicate texture-based features of the
fabric patterns, causing the model to adapt poorly to the new task. This research not only demonstrates the
successful creation of a highly accurate classification system for 12 types of Thai textile patterns but also lays an
important technological foundation for creating a digital database for cultural heritage preservation and wider
knowledge dissemination. This finding also emphasizes that the best model is not necessarily the most complex
one, but rather the model that is most suitable for the nature of the problem and the dataset.

Keywords : deep learning ; Convolutional Neural Networks ; textile patterns
*Corresponding author. E-mail : chalermwut.cm@bru.ac.th
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Figure 2 Images Processed by Resizing
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Figure 3 Images processed with Contrast Enhancement
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Figure 4 Images processed with Noise-reduced
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Figure 5 Images processed with Edge Enhancement
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Figure 6 Images processed with Normalized Image

995



B MedsInenAIansysw I7 30 (UUP 3) Muanew - FunAN W.A. 2568
BURAPHA SCIENCE JOURNAL Volume 30 (No.3) September — December 2025 UNAINIRY

BURAPHA SCIENCE JOURNAL
ISSN 2985-0983 [«

nsLindaya (Data Augmentation) tiatlasiunisiianiaznisGauiiu (Overfiting) WAzt NAINAINIID

a
1

Tunisanuunamidannunainuanalulanannuiiuaie matianisiiudayalagniiunldlusgndnenisilinaay
WULA1899 T939HTIN1IUYUNTWHLLEH (Random Rotations) N13WANANNIWLUILBULATULIGY (Flips) WATNIS
UFulasuANAI AT ABUNIIAFIBININLLILEN

1% o o

nsutiadaya (Data Splitting): gadayarisuxn 1,440 naw gnutiesnidugadeyad niulnaeuuansasey
AMNNYNA@Y (Training and Validation Set) a71421 80% (1,152 N1n) wazgadayag uiunnaas (Test Set) A1u9Y
20% (288 n) tnelugadayanadenazinInaedusazainaeanuam 24 AW | iy

o

~ o a ' a o di‘ o I a’lj
LW'ﬂV]']ﬂ’]‘iﬂﬁ‘zLNu’ﬂﬂ’]\iﬂﬁ"ﬂllﬂ'Z\gN mmwummwmamﬁﬂumau‘lﬁmm 6 LU AN

¥
v A

1. Custom_CNN: LﬂuLLUU'ﬁﬂ@’a\iﬁuﬁ’mﬁgﬂ’aﬂﬂLLUU%‘L‘LIG]EIL’ﬂW’]&ZS'mﬁ‘/U\i’]uﬁﬂﬂu ﬂi:ﬂauﬁw%um@u‘lhgﬁu
(Convolutional Layers) %uwmﬂax‘i (Pooling Layers) LL@&%%L%@Nﬁiﬂmugi‘d(Dense Layers)

2.vGG16: iuluinafifide daeuazldiunisaeansuatnandneanns InasudaalaseainefiFoudnauas
avane uifAuan 16 4 e ldFanses (Filter) 911m 3x3 Fautududuan | (Simonyan & Zisserman, 2014)

3. ResNet50: ulaafifiaauan 50 4u uazldinafianisidenseuunivae (Residual Connections) Lt
dnautlyuinisiaaumaaaansfes (Vanishing Gradient Problem) TlAsaanefianann (Ermatita et al., 2024)

4. MobileNetv2: Lﬂu‘immﬁmﬁﬂLm?;@faﬂLLuumLﬁ@ﬂﬁii%’QﬂuuuQﬂﬂimIWﬂwwLmzizuummmﬂ@ﬁqﬁq o
4 maila Depthwise Separable Convolutions [eaasWILNIsTitAesLAZNNsAILINL (Sandler et al., 2018)

5. InceptionVa3: Huluinaild Inception Module FailunuaAnide 1 uuLS19098 01 707 NN2AT A
@mzﬁ“ﬂwmﬂﬁmwmmzﬁmmm (multi-scale) meluiudenii (Viswanath, 2020)

6. DenseNet121: Ul AATIAALALA UL AANA ST N A LLL VU Wi (Dense Connectivity) TAg918l
denseULMMIL 121 F1 TmﬂLLm'@x%“u@xi‘u%mg.@mﬂnﬂ%uﬁﬂwﬁﬂmLﬂuﬁuwm LLmﬁmﬁmL@?‘umiﬁﬂ@mﬁﬂwmz
nauun gl (Feature Reuse) wazdaelfuuuaiaasianuiunisBinesfiiaeas (Albelwi, 2022)

WULS a8 6 iy ldFunnsinaeunielddewlafidunnsg e muienis Foufieuiidussey
Tumaravmsiinaan Tneld Adam optimizer faedsnsi3end (iearning rate) 0.001, Weridugayde categorical
crossentropy, 141/ batch (batch size) 16, LLmaﬂmu@jmm 50 epochs, EarlyStopping Mﬂqmmi‘ﬂﬂm‘ﬂumﬂ val_loss
VLsJﬁ%u 15 epochs, ReducelLROnPlateau @Wﬂvmﬁmiﬁfﬂuiﬁﬁﬂ val_loss VL&iaﬁu 10 epochs ModelCheckpoint Tfuiin
rannzluina 7il val_loss ﬁﬁqmu@ﬂmnﬁ ¢914 Callbacks Lﬁ@muqumiﬁnmu wazld Categorical Cross-Entropy

=

uiaridunnsgeyi@s (Loss Function) UM ZANTLIUINUUN LT NULILTANEARNE (Ghosh & Gupta, 2023)

o
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Results
nnsUssiiunaLugadeanagaua w288 AN Tuinaia 6 wuy THNAANEAUAINLNUENAILENS
luTable 1

Table 1 Summary of Overall Model Performance in Thai Fabric Pattern Classification

Model Name  Overall Accuracy (%) Correctly Predicted Images Incorrectly Predicted Images

Custom_CNN 99.65 287 1
VGG16 99.31 286 2
DenseNet121 98.61 284 4
MobileNetV2 98.26 283 5
InceptionV3 94.10 271 17
ResNet50 81.25 234 54

a1n Table 1 inlaat1edniaudnluina Custom_CNN THUsz@nsningegn aaunnfon VGG16 uay

[ 2
KX a

DenseNet121 luaniz# ResNet50 Hisz@ninnangnatisintszuainla ivaldiiunmnanaedaau Table 2

TaunamaAAu LN alssinaaLsazTuma

Table 2 Comparison of Per-Class Accuracy (%) for Each Model

Fabric Pattern Custom_CNN VGG16 ResNet50 MobileNetV2 InceptionV3 DenseNet121
Lai Dok Rak Ratcha Kan Ya 100.00 91.67 91.67 95.83 95.83 91.67
Lai Fong Nam 100.00 95.83 62.50 100.00 95.83 100.00
Lai Hae 100.00 100.00 83.33 95.83 100.00 100.00
Lai Kha Pia 100.00 100.00 83.33 95.83 100.00 100.00
Lai Khom Ha 100.00 100.00 66.67 100.00 100.00 100.00
Lai Kra Jap 100.00 100.00 79.17 100.00 95.83 100.00
Lai Ma Let Khao 100.00 100.00 87.50 100.00 95.83 100.00
Lai Mee Kan Nak Bo Ran 100.00 100.00 100.00 100.00 100.00 100.00
Lai Moon See Kram 100.00 100.00 70.83 95.83 95.83 100.00
Lai Nok Yoong 95.83 100.00 79.17 95.83 91.67 100.00
Lai So Rong 100.00 100.00 91.67 100.00 100.00 100.00
Lai Wa Chi Ra Pak 100.00 95.83 79.17 95.83 83.33 100.00
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Table 2 wansliiiiudn lunadoulugiaraanusiuenlngsngs ustlszansnanlunisauunasdusay
TUATUUWANG UL WHUAATY Custom_CNN Uaz DenseNet121 @13N30AWWNAMNUAINUAEIBAEHN e |6
d-ﬂl nﬂl Y & KR v ° o v dld a 1 ol o Y
ANgm Tuaniei ResNetso wandifiunedadaninlunisuanuazaadnianazidanseusedudon
Discussion

Ann Table 1 uay Table 2 uansliiiiugn Tuiaa Custom_CNN Fiiluluinandaanuandasndi 411150910
PN uE ligegad 99.65% a1nnsnesunalidngadeyaanainlne wiaziiaouvainuane wafidugeadesyand
AANNLANIEN19GY (Domain-specific) LLaxﬁ@mmwﬁ (NNFPLAL, 4A2197) AN IUTIBANe luLAaZAaNE (Intra-
class variance) AaudaAlemeuiugadayauinlungietne ImageNet NNDS 1,000 AA1ATNWANFANNTLOENIALE
Tumanfanududeugauazanuin 1 ResNet50 Segnasnuuusiveudlymfieinndiui ImageNet Asduun liu
aziiAnM3Eaugiig (Overfitting) erunldiugadeyandtandt nanake Tunaiinaing (Capacity) Nniiuliauiss

d a v dl = % o ol/ dl o Yo v dl 1 =3 v o
apaaazidsngasdayalnduununarGaufanansazialinaunsnin Il diudasan ldinaiuls luntemsaiu
413 Tuiaa Custom_CNN fiAdNqnatnny atusndaufaudneuriandulunisaiuunatadnliadad

. sl

dsz@ninmingliiianisFeufiiu Geasvieuliviudamdnniiddtydn lunanangame umanumunzaniulym

o

g lildlunandudeaungaianaly

o
' a

HANNINNUAAaE9AnLNAY09 ResNetso (Faaas 81.25) DaldunsiidnundAty Tuina ResNet 1a5U
o & A Y o a a A A= ' o . Vo
neafawiewtifyminiadennesvedtlsz@nsninluesadnen@anuin < irunisld Shortcut Connection usdwiy

o =

oyt Segadayaiawalilugunuazluealiandusasanis 50 4u nalnfraduqauisndunanedugnden
= A a o o o A a 1y \ o o o o - A

AuannnivhllszneuiuAuANBUEsTAU4IEEUSNIATN ImageNet (111 ARAN UL ANFUALUNINLUFITS
o o1 1 d‘ k% A ] o o a d” a d’ al 1 k% o 1
&nd) analdineadewide ldmunzaniuamuaneus@ainula (Texture) Nazvidaasauaasaadn nlilunaldauism
UsuFadhAuawlud ldavnnaas

wiignuina Custom_CNN azlipanuusiugngeis 99.65% usnadnwsiassiansan lutiunaesdesninuane
genng

v v = U ¥ I3 d' o dl o o 1

1. mnntgadeya: gadeyadauindandiadn (1,440 ) TeanallinesnenariudsenudnTunaazaunsm
a31ua (generalize) 1#A luan unnsnasy

2. ANMUIARBNARAILAN (Controlled Environment): Nt lunsnassailunmiidnaluaninuanfaui

o o

! o o | Na o A & | A ° > o '
ABULINAILAN (nNam, 13~|3~|@\7§‘Uﬂ')”) ﬂ'J']NLLNHHWW@J\?Nqﬂuﬂ’]W@ﬂ@\?'ﬂﬂ’]ﬂﬂuﬂ@qﬂmLllﬂu'ﬂ:llLm@vl,ﬂl“ﬁﬂ']_lﬂq'wnqﬂ

anerinlulanasy (real-world data) ANANWLAY, YHNABY, N3ELBIEN, WiTAUNINTBINMAUANG1aanTL
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3. ANLAL9a8Y Overfitting: ulazld Validation Set uag Early Stopping A2MsusueNNauanysnfuuga
% B = a = ¥ o o oo a | = o
NARAL (99.65%) BIAtIAsAzTiaudINIInlnasuianruzienizaasgadeyaiilamauly unnndinazGaug

AUANEUzTv I esanad

Conclusions

a o agll Y @ R o 1 = o o o s ¥ a ¥
NuddetugnliiuisAnan waaslasaelsyaminanlunsauundaansnianading 12 alinsaenaw

1 o = a = = 1 ‘d‘ 1 o v Y @ k7 2 t:ll o o '
wluEnge nantsAnwdalTauauszudeluma 6 uuunuanseiulinalidiudesununddgan Tuna
Custom_CNN 7dlTassafeGaudnauazlasunisaanuuuaniasianie amisnlilss@nsninimiandnluina Pre-
trained NRANFUTRULATANNINBEN VGG16, ResNet50, MobileNetV2, InceptionV3 waz DenseNet121 Tnsianny
pein98anTiiang ResNet50 NHUszAnsninanatedivad Aty Toa lfiviuinmnududanseslunanuiniuldetaiv
nadesianisFauiuugadayaNiANNaNIENNgaTianaata NMazdeianaiaduandliiiuindnsne
navimuAaiaesatnanausiazatin ldiazduaiesiaiin anagtassu vieaafiifinainnszuaunstion Aoulta
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